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We propose a new method for feature selection by combining neural network classifiers, machine learning = Datasets:
interpretability, and rank aggregation algorithms. It takes into account the interaction between different features, Synthetic: 1000 samples, 5 relevant, 5 redundant, and 990 irrelevant features, 3 classes.
helps with the identification of outliers, and allows class and even sample-specific analysis of which features are Eye color: 72 samples, 67 SNPs, 3 colors.
relevant for a particular problem. The practical goal is to aid research in Bioinformatics, for datasets that = Classifier: (i) Feedforward dense neural network with SGD. (ii) ReLU activation. (iii) Dropout of 50%.
contain a large number of irrelevant features. = Relevance: (i) LRP-aiaB3 rule for hidden layers. (ii) LRP-w? rule for the input layer. (i) Aggregation with

Borda count.

Introduction

For the synthetic data, the relevant features were identified and ranked in the top positions. For the eye color

Several methods were proposed to tackle the problem of interpreting the learned behavior of artificial neural dataset, this distinction is not so clear, but there is an order that emerged, and the ranks of the features vary
networks. These new algorithms enabled researchers to understand better what and how the neural network has according to the classes. The average global rank of SNP02 A is 21.43, but if we consider only the class Blue, it
learned and which features in the input space were deemed relevant to perform correct classification. Is 2.16, while for class Intermediate it becomes 60.49. This may suggest a great difference in the relation of this

SNP to each of the phenotypes being studied. Another possibility is the inspection of outliers by observing

In thi k h fi ili hods for f lection: . .
n this work, we propose the use of interpretability methods for feature selection clashing patterns in the relevances of features.

= Dimensionality reduction: irrelevant or redundant features in the data are discarded.
= Improve the accuracy of classifiers, reduce memory consumption and processing time.

= Further interpretation: the original meaning of the features is preserved [1]. RANK 0 1 Pt 098 098 099 099 10 1.0 1.0 1.0 B
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We are interested in problems of feature selection within Bioinformatics: RELOO4 13090 10,56 6,67 192 283 9 AR 3"
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m Gene selection: the expression levels of thousands of genes are available for a few samples that contain

specific conditions (e.g., diseases) [2]. REDO10 217,58 18,02 14,79 6,24 -4,58FEYYEEE 1,87 -1,34 -2,51 -0,73 -0,53 2,12 -1,89 -1,19
= Forensic biology: how mutations in the DNA are related to phenotypes. One of the goals is the forensic IRR468 231,08 417,09 82,748CPREl 1,26 -0,81 -1,17 -0,40 2,25 0,54 0,38 1,60 -1,89 -0,34 -0,35 0,25
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characterization of Brazilian regional populations [3].
m Cancer immunotherapy: identifying the relevance of different immune system cells in response to cancer. IRR910 774,53 616,67 807,60 898,90 -0,42 1,13 3,34 -0,07 -0,57 -0,47 0,61 1,14 -0,55 -0,17 1,23 0,89
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We need a function that maps all the features to the studied condition and to be capable of investigating this SNPO1L T  21.92 286 1

function to understand its inner-workings. SNP02_G = 38.46 3.96 1

: : : SNP03_G 44,03 3131 U

m Takes all features at once and considers the relationship between them. snpos T [ 5aso IR 5

m Does not necessarily discard redundant features. SNPO5_G  57.88 27.57 0

m The classification performance is a measure of the quality of the function, but not the metric for selection. ::xg—g zg'gg ;’3;2 C
= It would require the training of only one neural network, being more efficient than wrappers [2], that need the SNPO3.T = 61.24 1291
creation of multiple classifiers. SNPO8_T  61.87 59.80

SNP04_C 62.47 23.27
SNPO9_T 63.54 42.50

Relevance Propagation SNP10_C  67.38 103.27
SNPO8 C  69.37 5543
SNP11_C 71.40 5546

Layer-wise Relevance Propagation (LRP) [4] is an algorithm for interpretation capable of identifying the specific SNP12. G~ 72.51 183.59

SNP09_C  76.17 63.14
features responsible for the network’'s output for each input sample. It found many applications in analyzing the snp13 o DA

inner-workings and quality of image and text classifiers. SNP14 C  78.86 60.67
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The computation uses rules that take into account the input domain and layer type, as in in Eq. 1 and 2. For
both of them, k and j are the kth and jth layers, a is the output of a neuron, w™ and w ™ are positive and SNPxx_G 265.13 30130 18406 28581 0 O O O O O O O 0 O 0o o0 o0 o0 o0
negative weights, o and (3 are constants that must obey &« — 3 = 1 and B3 > 0, and R is the relevance signal. SNPyy T [20050Saiigees 21289 00 0 0 Opuul Oy SEENG Ommms O
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(b) Eye color
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Figure 3: For each dataset the top ranked features are shown. The intensity of the red (positive) and blue (negative) cells is proportional
- to their relevance, and the numerical values are the raw data.
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< Challenges
m Training good classifiers with small datasets.
m Generalization.
m For fully connected layers, LRP loses selectivity.
Figure 1: A schematic diagram of the two passes required for computing relevances. = Summarization of feature relevances through different rank aggregation algorithms.

Although still in its early stages, the results obtained from the two described experiments are encouraging. The
next steps are testing different interpretation and rank algorithms, and the development of new network
structures or propagation rules that do not lose selectivity.
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Give each sample a vote in the form of its rank.
Aggregate the ranks.
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